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Abstract. We study the problem of pricing claims written on an over-the-counter energy con-

tract. Because the underlying is illiquid, we work with an indifference pricing framework based

on a liquid reference contract. Extending current convenience yield frameworks we propose a

two-factor partially observed model for the benchmark asset. Moreover, we incorporate direct

modeling of the unhedgeable basis. We then study the value function corresponding to utility

pricing with exponential utility. After performing filtering this leads to an infinite-dimensional

Hamilton-Jacobi-Bellman equation. We show that if the basis is totally independent, the indif-

ference price of the claim is equal to its certainty equivalent. In the more interesting case where

the basis depends on the unobserved factor we obtain a reduced-form expression for the price

in terms of a conditional expectation. We show how to numerically compute this expectation

using a Kalman or particle filter. Our basic model may be generalized to include nonlinear

dynamics and further dependencies.
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1. Introduction

In this paper we study pricing of commodity contingent claims involving basis risk. The

model is motivated by the industry practice of crosshedging over-the-counter (OTC) energy

assets with a liquid reference contract. Typical examples are an option on a particular local

natural gas forward hedged with the Nymex gas contract or a claim involving a specific grade

of crude oil hedged with the Brent contract. To capture the economic intuition regarding asset

dynamics we work with a two-factor model consisting of the benchmark forward contract and

a stochastic drift factor that may be interpreted as the convenience yield. The second factor is

unobserved and we explicitly incorporate learning via online filtering.

The considered market is incomplete due to the partial observations and the non-traded

basis risk. As a result the no-arbitrage theory cannot be used; instead we apply indifference

pricing based on exponential utility (Davis 2000, El Karoui and Rouge 2000, Musiela and

Zariphopoulou 2004). The key advantage of exponential utility is that the resulting stochastic

control problem may be linearized leading to explicit representation of the indifference price

in terms of a Feynman-Kac type expectation. This representation involves the conditional

distribution of the unobserved factor; in general this is an infinite-dimensional object that

must be approximated with an appropriate filtering procedure. To obtain numerical results

we describe a particle filter algorithm and provide a complete implementation to illustrate our

methodology.

This paper has been inspired by the brief note of Lasry and Lions (1999) who point out that

the wealth-invariance property of exponential utility carries over to models with partial obser-

vations. However, their report does not mention any applications and does not consider the case

where the payoff depends on the unobserved. The closely related problem of indifference pricing

with exponential utility and unhedgeable risks has been discussed in the fully observed setting

by Sircar and Zariphopoulou (2005) and Becherer (2003). The particular case of cross-hedging

and basis risk was studied by Davis (2000), Henderson (2002) and Monoyios (2004). More

generally, our use of a latent stochastic factor is related to the series of papers by Runggaldier

(Runggaldier 2004, and references therein) who has provided the general framework for filtering

in financial models.

Our contribution to literature is three-fold. First, our work is a new application of utility

based valuation to energy derivatives. Given that energy markets are highly incomplete and

involve many non-traded features this methodology is a natural choice. Second, we emphasize
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the role of models with partially observed stochastic drift in commodity trading. Our approach

extends the notion of the convenience yield. The convenience yield itself is an elusive concept,

but it is clear that several factors are necessary to capture the forward contract dynamics.

Thus, we write down a general two-factor model while remaining agnostic about the precise

interpretation of the unobserved second factor. Finally, we demonstrate a new application of

filtering techniques, especially particle filters, in finance. As opposed to standard cases where

filtering is used for estimation, we employ the filter to actually price contingent claims.

From an applications point of view, our work belongs to the sequence of convenience yield

models begun by Gibson and Schwartz (1990); see also (Schwartz 1997), Schwartz and Smith

(2000), Casassus and Collin-Dufresne (2005). Like ours, these models exhibit a stochastic drift;

however, unlike them, we work directly with the historical dynamics of the forward under the

physical measure P and avoid specifying risk-neutral dynamics. We believe that this approach is

advantageous for empirical fitting as we do not need to make additional assumptions regarding

the form of the risk premium and can calibrate directly from historical data.

Finally, our analysis is connected to the problem of portfolio optimization with partial obser-

vations. Existing literature has concentrated on the Gaussian case where explicit computations

are possible. In his early paper Lakner (1998) solved the classical Merton problem in this con-

text using the Kalman filtering equations and the convex duality approach. Subsequently, this

work was extended by Nagai (2000), Sekine (2003) and Brendle and Carmona (2005) to cover

the general situation of correlated Gaussian observed and unobserved factors. We borrow from

these methods to illustrate our results on a simple linear model. However, let us emphasize

that our analysis is especially attractive for nonlinear models where Monte Carlo simulation is

the only feasible approach.

The rest of the paper is organized as follows. In Section 2 we describe the financial setting

of our problem and explain our pricing methodology. We then relate our model to existing

proposals regarding commodity price dynamics. Section 3 recalls the filtering results we need

and is followed by Section 4 which contains our key results on the resulting indifference prices.

Section 5 explains how one may compute these prices and illustrates our findings with a nu-

merical example. Finally, Section 6 concludes and outlines possible extensions to consider in

the future.

2. Model Setup

In this section we describe the pricing model we use and the underlying financial motivation.
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2.1. Asset Dynamics. We begin with the following model of asset dynamics. Let {Ω,F ,P} be

a complete probability space. Let Ft be the value at time t of a traded financial forward contract

on the given commodity, and Xt an unobserved stochastic drift factor. We then postulate dFt = Ft ·
(
h(t, Ft, Xt) dt+ σ(t, Ft) dW 1

t

)
,

dXt = b(t, Ft, Xt) dt+ a(t, Ft, Xt) dW 2
t ,

(2.1)

with W 1,W 2 one-dimensional P-Wiener processes with correlation c. Further motivation for

(2.1) is provided in Section 2.3 below. Note that the diffusion coefficient of F must not depend

on X. Thus, this setup is inherently different from stochastic volatility models analyzed e.g. by

Pham and Quenez (2001). On the other hand, the dynamics of unobserved X can have generic

dependence on the observable F .

We impose the following standing assumptions on the coefficients of (2.1):

Assumption 1.

• h(t, f, x), b(t, f, x) : [0, T ] × R+ × R → R are uniformly continuous and have bounded

second derivatives.

• σ(t, f) and a(t, f, x) are uniformly continuous, have bounded third derivatives and are

uniformly elliptic, that is σ2(t, f) > λ, a2(t, f, x) > λ for all t, f and x, for some

constant λ > 0.

Assumption 1 guarantees among other things that (2.1) has a unique strong solution.

Let Gt , σ
{
(Fs, Xs) : 0 6 s 6 t

}
denote the natural filtration generated by the entire

process, as contrasted with the observable filtration Ft , σ{Fs : 0 6 s 6 t}. In line with the

usual predictability assumption, all our trading strategies will be required to be Ft-adapted.

2.2. A Linear Example. For the sake of illustration, we focus on the following particular case

of (2.1) throughout this paper. Let Yt ≡ logFt and take
dYt =

(
µ− 1

2
σ2 −Xt

)
dt+ σ dWt,

dXt = κ(θ −Xt) dt+ cα dWt +
√

1− c2αdW⊥
t ,

(2.2)

with W⊥ a standard Wiener process independent of W . The equations in (2.2) emphasize the

linearity of this setting.

The choice of an Ornstein-Uhlenbeck model for X in (2.2) reflects the desire for a long-

term mean-reversion that characterizes commodity markets (Fama and French 1988). Since

in the long run commodities are consumption goods, we expect to achieve a supply-demand
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equilibrium. Thus, log-prices should be stationary. In (2.2) this is achieved by mean-reversion

in X coupled with a strong positive correlation between X and F , c� 0. The feedback effect

between X and F then causes weak mean-reversion in the forward price F .

Another advantage of (2.2) is that it permits several explicit computations. In particular,

we have explicit formulas for the moments of FT if the initial distribution of X0 is Gaussian.

Proposition 1. Suppose (F,X) follow satisfy (2.2) and the initial conditional distribution of

X0 is Gaussian X0 ∼ N (x0, P0). Then the moments of FT under P are given by:

E
[
(FT )λ

]
= F λ0 · exp

(
λ(

e−κT − 1)
κ

x0 + λ · k0

)
, ∀λ > 0,(2.3)

where 

k0 =
∫ T

0

[
µ+ (λ− 1)

σ2

2
+ 2gt

(
λ(cσα− Pt) + κθ

)
+ 2λg2

t

(cσα− Pt)2

σ2

]
dt,

gt =
1
2κ

(eκ(T−t) − 1),

Pt =
∫ t

0

[
α2 − 2κPs −

(cσα− Ps)2

σ2

]
ds.

(2.4)

The proof of Proposition 1 is given in the Appendix. The equation for Pt is of a Riccati type

and has been well studied. It is known that Pt is monotonic and converges to a limiting value.

2.3. Financial Application. A model of the form (2.1) arises in connection with pricing

over-the-counter commodity derivatives. The commodity markets are characterized by their

fragmented nature. Thus, there are only a few liquidly traded contracts existing along hundreds

of similar but distinct over-the-counter products. The situation arises due to physical and/or

geographic distinctions. For instance, there are dozens of grades of crude oil being produced

in the world, but only the Brent North and West Texas Intermediate contracts are liquidly

traded on the exchanges. Similarly, natural gas prices depend on the location where the gas

is to be delivered, resulting in several hundred of geographic contracts. All of these are very

illiquid and only traded in over-the-counter manner, so that direct hedging is impossible. To

setup a hedge, the industry practice is to instead use a benchmark reference contract like the

aforementioned North Sea Brent crude traded on the International Petroleum Exchange in

London or the New York Mercantile Exchange (Nymex) Henry Hub gas; the corresponding

spread between the claim of interest and the benchmark is termed basis. Thus, the attempted

cross-hedge is inherently imperfect to the extent that the basis is non-traded and constitutes

an additional source of risk.
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The other industry practice is to avoid trading in the physical spot. Instead, nearly all trading

is done via forwards or futures, often with financial settlement. Commodity spot markets are

relatively illiquid and involve physical settlement which is inconvenient for financial trading.

Moreover, trading in the physical asset requires dealing with individual storage costs of the

agent, which might be different from the marginal storage costs reflected in the prices.

Given these two stylized facts, it is natural to advance the framework of Section 2.1 to analyze

pricing of a claim on a particular local OTC contract F loc. The market is incomplete and the

riskiness of the claim is measured in terms of the benchmark forward F .

Remark 1 : Instead of directly referring to the basis, an alternative is to write down a joint

model for the OTC and benchmark contracts (F loc, F ). Normally, one takes both processes to

be diffusions with high correlation c ≈ 1. However, this makes it difficult to guarantee that

the spread F loc − F is bounded, which is economically desirable. We believe that the basis

is a much more meaningful financial object than correlation and consequently isolate its effect

in the ensuing mathematical analysis. Our approach is similar to the co-integration work of

Duan and Pliska (2004); we refer to Carmona and Durrleman (2003), as well as Eydeland and

Wolyniec (2003) for further discussion on modeling spreads in the energy markets.

2.4. Pricing Framework. Given the setting of Section 2.1, we are interested in pricing Eu-

ropean derivatives φ̃(F locT ) on the OTC contract F loc. In line with Section 2.3, F loc is non-

traded and we take the point of view of an agent in the F -market. Consequently, we re-write

φ̃(F locT ) = φ(FT , B) where the quantity B is the basis corresponding to the spread between the

commodity we are actually interested in —F loc, and the traded contract F . Thus, the reader

is invited to take φ(FT , B) = φ̃(FT + B). The first parameter of φ can be used to absorb any

dependence on F , so that without loss of generality B is independent of FT . The claim matures

at time T ; we assume that T < T̄ where T̄ is the maturity of the forward F . From now on we

will only consider times t ≤ T . For simplicity we also assume that φ : R+×R → R is continuous

and of linear growth in each parameter.

We distinguish four possibilities that together cover the entire spectrum of F loc-contingent

claims.

Classification of Basis Risks.

(a) B ∈ F0: deterministic basis risk.

(b) B ⊥⊥ GT : totally independent basis risk.
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(c) B ≡ B(XT , Z), where Z ⊥⊥ GT : basis risk is a noisy function of the unobserved factor

at time T .

(d) B ≡ BT where (Bt) is a third (correlated) observable stochastic factor complementing

(2.1).

As we will see below both cases (a) and (b) lead to trivial pricing while case (d) seems to

be too hard. As a result, the most interesting situation is case (c) which we study in detail in

Section 4 below.

We begin by remarking that case (a) is covered by the standard no-arbitrage theory, see e.g.

Karatzas and Shreve (1998). Namely, any contingent claim of the form φ(FT ) can be perfectly

replicated by a (Ft)-measurable trading strategy, even when X is unobserved. This counterintu-

itive result illustrates the power of continuous-time Girsanov transformations. Indeed, through

a Girsanov change of measure the traded F can be made into a local martingale under an

equivalent martingale measure P̃. It can be easily checked that there exists a P̃-Wiener process

W̃ whose natural filtration is equal to the filtration generated by F in (2.1). By the standard

martingale representation theorem we conclude that any FT -measurable random variable can be

written as a stochastic integral with respect to F . It follows that the unique no-arbitrage price

of the claim φ(FT ) must equal its replication cost under P̃. We will return to the martingale

measure P̃ in Section 3.

In cases (b)-(d) we have inherent incompleteness and the claim φ(FT , B) cannot be replicated,

either due to non-traded basis risk or due to lack of full information about X. Accordingly,

replication arguments no longer apply and a whole range of prices for φ(FT , B) are consistent

with no-arbitrage. To avoid difficulties associated with super-replication we use indifference

valuation, see e.g. Carmona (2006) for an overview. More precisely, assuming a subjective

utility function for the buyer of the claim, we value F loc-contingent claims based on the wealth-

adjusted utility equivalent received by the agent that has access to the F -market. From a

modeling point of view, this method focuses on the hedging strategy of the agent and results

in a partially observed stochastic control problem.

2.5. Utility Valuation. Besides being exposed to the terminal payoff φ, the agent performs

portfolio optimization by dynamically rebalancing her asset holdings in the benchmark forward

F and the riskless bank account. For simplicity we assume that the interest rates are zero

rt ≡ 0. This disentangles the dynamics of the interest rates from the rest of the model and

makes the effect of other parameters more transparent. If at time t the agent invests πt dollars
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in the forward, then the corresponding wealth process wπ satisfies

dwπt = h(t, Ft, Xt)πt dt+ σ(t, Ft)πt dWt, wπ0 = w0.(2.5)

Observe that because F is a financial instrument the meaning of a self-financing strategy remains

the same. On the contrary, if the agent attempted to trade in the physical spot contract, she

would have to face storage/convenience costs which would require modification to the notion

of self-financing strategies.

We denote by AT
t the set of admissible portfolio strategies {πs}t≤s≤T which consist of all

square integrable E{
∫ T
t π2

sds} <∞, (Ft)-adapted processes. Given AT
t , the main object of our

analysis is the value function V defined by

(2.6) V φ(t, w, f, ξ) = sup
π∈AT

t

E
[
−e−γ(w

x,π
T +φ(FT ,B))

∣∣∣wt = w,Ft = f,Xt ∼ ξ
]
.

The coefficient γ > 0 represents the degree of risk-aversion of the agent as measured by the

exponential utility U(x) = −e−γx. Above the initial value of Xt is unknown, but we are given

some initial distribution ξ.

The value function is the maximum expected utility to be derived from portfolio optimization

and receiving the claim φ(FT , B) given the specified initial conditions. Note that we do not

require the agent to have positive wealth wπt > 0, and that all optimization is done under the

objective measure P.

The buyer’s indifference price for claim φ, P = P φ(t, w, f, ξ) at time t is finally defined by

(2.7) V φ(t, w − P, f, ξ) , V 0(t, w, f, ξ),

where 0 represents the trivial claim paying nothing. The indifference price P generally depends

on all four state factors (t, w, f, ξ). Intuitively, P represents the decrease in initial wealth that

just balances the increase in terminal utility from buying the derivative φ(FT , B). This pricing

mechanism can be shown to always assign the contingent claim a value that is consistent with

no-arbitrage (El Karoui and Rouge 2000). Similarly, a seller’s indifference price may be defined;

in this paper we concentrate on the buyer’s point of view in line with the financial application

outlined in Section 2.3. The optimal hedging strategy of φ is then thought of as the difference

between πφ,∗ (if one exists) achieving the supremum in (2.6) and the π0,∗ corresponding to V 0.

The rest of the paper is devoted to studying (2.6) and (2.7). We will do so by applying the

standard Hamilton-Jacobi-Bellman framework (Fleming and Soner 1993). However, we first

need a Markovian system which means that we must replace Xt by its conditional expectation
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given Ft. This is known as the filtering problem and will be taken up in Section 3. Before we

proceed, let us elaborate on the connection between (2.1-2.2) and other commodity models.

2.6. Relationship to Convenience Yield Models. Our use of a two-factor model is moti-

vated by the widely accepted observation that one-factor models (Schwartz 1997) are not rich

enough for a good fit to empirical forward prices. Traditionally, the second factor has been

introduced as a stochastic drift of F and was termed the (forward) convenience yield. The

convenience yield reflects the physical nature of commodities by modifying the risk-free rate

of return on the spot St from rt to rt − Xt. Indeed, physical ownership of the commodity

carries an associated flow of services. On the one hand, the owner enjoys the benefit of direct

access which is important if the asset is to be consumed. On the other hand, the decision to

postpone consumption implies storage expenses. The convenience yield also has general equi-

librium underpinnings through the theory of storage that was developed back in the 1950’s

(Brennan 1958).

In that context, our model (2.1) is just a generalized convenience yield model with unob-

served convenience yield. A variety of models (Casassus and Collin-Dufresne 2005, Hilliard

and Reis 1998, Gibson and Schwartz 1990, Schwartz 1997, Schwartz and Smith 2000) of the

form (2.1), but with full observations, have been suggested in the literature. However, any

finite dimensional factor model like (2.2) implies that the convenience yield can be fully re-

covered (or filtered modulo small noise disturbances like the bid-ask spread, as is assumed by

Schwartz (1997)) from forward prices of varying maturity. For example, with two factors, we

can use Xt ≈ − log(F (t, T2)/F (t, T1)), where F (t, T1) and F (t, T2) are the two closest futures

contracts. Unfortunately, the implied convenience yield is highly unstable and inconsistent

with the forward curve. Different forward contracts generate wildly different estimates, and our

earlier empirical work (Carmona and Ludkovski 2004) strongly rejects the notion of implied

Xt. Hence, we prefer to construct a partially observed model and focus on a single maturity

Ft = F (t, T̄ ). We have some anecdotal evidence that unobserved convenience yield models are

also used in the industry.

To put (2.1) and the specific case (2.2) into a better perspective, let us directly compare it to

other models advanced in the literature. Let us stress that we only compare the postulated asset

dynamics; the actual pricing methodology is quite different. The existing models are usually

stated directly in terms of risk-neutral dynamics so that pricing is done by simply computing
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discounted expectations of payoffs. However, this requires additional assumptions on the risk

premia that we do not make.

We first take up the Gibson-Schwartz model (Gibson and Schwartz 1990) which can be

considered as the epitome of convenience yield models. In this model it is postulated that

under a martingale measure Q, the spot price S of the commodity evolves according to dSt = (r −Xt)St dt+ σSt dW̄
1
t ,

dXt = (κ(θ −Xt)− λX) dt+ αdW̄ 2
t .

(2.8)

Furthermore, Gibson and Schwartz (1990, p. 960) assume that the objective P-dynamics are dSt = µSt dt+ σSt dW
1
t ,

dXt = κ(θ −Xt) dt+ αdW 2
t ,

(2.9)

so that the historical spot is log-normal. It follows that the market price of risk for the spot is

given by λS = (r−µ−Xt)/σ, while the market price of risk for the convenience yield λX is con-

stant. By standard arbitrage arguments the forward F is a Q-martingale. Therefore, assuming

the particular forms of risk premia above, the historical F -dynamics match the functional form

of our equation (2.2).

The dynamics (2.2) are also similar to the Schwartz and Smith (2000) approach of a short-

term and a long-term factor. The only difference is that instead of modeling the spot we model

the forward. In this interpretation of (2.2), (Xt − θ)/κ represents the short-term fluctuations,

while logFt −Xt/κ represents the long-term trend of the reference underlying.

Let us mention that most existing models assume that the dynamics of X are independent

of F , which we believe is a significant restriction and is not present in our general case of (2.1).

A case in point is the recent econometric study by Casassus and Collin-Dufresne (2005) who

allow a linear dependence between X and F and document an improved empirical fit.

3. Filtering the Stochastic Drift

3.1. Mathematical Preliminaries. Below we will need to work with stochastic partial dif-

ferential equations which require a bit of analytic machinery. In this section we summarize

the notation and concepts we use. We denote by C∞
0 (R) (respectively C∞

b (R)) the space of

infinitely-differentiable (resp. bounded) functions with compact support and byHk
β the weighted

Sobolev spaces. Recall that for β > 0, the Hilbert space Hk
β(R) is defined as the completion of
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C∞0 (R) with respect to the norm

‖f‖k,β =
∑
|α|6k

(∫
R

(
∂αx [(1 + |x|2)β/2f(x)]

)2
dx

)1/2
.

Hk
β can be thought of as the set of all measurable functions f : R → R such that (1+|x|2)β/2f(x)

has square-integrable derivatives up to order k. In particular, H0
0 = L2. We denote by 〈f, g〉k,β

the inner product induced by the above norm (dropping the subscripts when the meaning is

clear) and by D the Fréchet derivative operator on Hk
β . Finally as usual, for any differential

operator L, L∗ denotes its adjoint: 〈Lf, g〉 = 〈f,L∗g〉.

3.2. Zakai Equation. To compute the conditional distribution of Xt given Ft we use the in-

novation process method following an excellent exposition in Bensoussan (1992). For notational

clarity we suppress from now on all the dependencies on t. Define ζt by

dζt = −ζth(Xt, Ft)
1

σ(Ft)
dWt, ζ0 = 1.(3.1)

By Assumption 1 σ(t, Ft)−1 is bounded, so that ζt is an exponential martingale with E[ζt] =

1,∀t 6 T (Bensoussan 1992, Lemma 4.1.1). Applying the Girsanov theorem we define a new

probability measure P̃ via

dP̃
dP

∣∣∣
Ft

, ζt.(3.2)

Then under P̃ there exists a Wiener process W̃ such that

dFt = σ(Ft)Ft dW̃t and(3.3)

dXt =
(
b(Ft, Xt)−

ca(Ft, Xt)
σ(Ft)

h(Ft, Xt)
)
dt

+ c a(Ft, Xt)
1

σ(Ft)Ft
dFt +

√
1− c2a(Ft, Xt) dW⊥

t .(3.4)

Letting dF̃t = 1
σ(Ft)Ft

dFt, F̃ is another Wiener process under P̃. Moreover, F̃ and W⊥ are

still independent, and the natural filtration of F̃ coincides with the natural filtration of W :

σ{F̃s : 0 6 s 6 t} ≡ Ft. The inverse ηt , 1
ζt

= dP
deP

∣∣∣
Ft

can be written as

ηt = exp
(∫ t

0

h(Fs, Xs)
σ(Fs)

dWs +
1
2

∫ t

0

h(Fs, Xs)2

σ2(Fs)
ds

)
= exp

(∫ t

0

h(Fs, Xs)
σ2(Fs)Fs

dFs −
1
2

∫ t

0

h(Fs, Xs)2

σ2(Fs)
ds

)
.(3.5)
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Consider a fixed function f ∈ C∞
0 (R) and let pt(f) , Ẽ[f(Xt)ηt|Ft]. To compute the

conditional expectation Πt(f) , E[f(Xt)|Ft] we apply Bayes rule to obtain the Kallianpur-

Striebel formula

Πt(f) =
Ẽ[f(Xt)ηt|Ft]

Ẽ[ηt|Ft]
=
pt(f)
pt(1)

.(3.6)

Assuming that pt(·) possesses a smooth density ρt(x) dx, i.e.

∀f ∈ C∞0 (R), Ẽ
[
f(Xt)ηt

∣∣ Ft] =
∫

R
ρt(x)f(x) dx = 〈ρt, f〉,(3.7)

one can apply Itô’s lemma to d(ηtf(Xt)) and use (3.4) to obtain that ρt(x) must satisfy the

adjoint Zakai equation (Bensoussan 1992, p. 112)

(3.8) dρt(x) =
(1

2
∂2

∂x2

{
a(Ft, x)ρt(x)

}
− ∂

∂x
(b(Ft, x)ρt(x))

)
dt

+
(
h(Ft, x)Ft −

∂

∂x
(ca(Ft, x)ρt(x))

)
dF̃t.

Let

LX =
1
2
a2(·, x)∂xx + b(·, x)∂x(3.9)

denote the elliptic operator corresponding to the diffusion Xt and define a first-order differential

operator

S , ca(·, x)∂x + h(·, x)·(3.10)

Then (3.8) can be re-written as the stochastic partial differential equation (SPDE)

dρt(x) = L∗Xρt(x) dt+ S∗ρt(x) dF̃t.(3.11)

To guarantee that (3.11) is well-posed we must work in the weighted Sobolev spaces Hk
β . To

this end, we recall the following existence-uniqueness result for solutions of SPDEs.

Lemma 1. (Gozzi and Şwiech (2000)) Let β > 1/2. Let L be the second order linear differential

operator with domain H2
β defined in (3.9) and let S be the first order differential operator

with domain H1
β defined in (3.10). Suppose the coefficients satisfy Assumption 1, c < 1 and

‖ρ0‖2
1,β <∞. Then there exists a unique strong solution ρt ∈ H0

β([0, T ]; Ω,Ft, P̃) satisfying

ρt = ρ0 +
∫ t

0
L∗ρs ds+

∫ t

0
S∗ρs dF̃s.
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Moreover, there exists a constant C such that

Ẽ‖ρt‖2
1,β 6 ‖ρ0‖2

1,β(1 + C t) and Ẽ
∫ T

0
‖ρs‖2

2,β ds 6 C · ‖ρ0‖2
1,β .

3.3. Example: Filtering Gibson-Schwartz Model (2.2). For the particular case of linear

model (2.2) the adjoint differential operators are
L∗X(f)(x) =

(
κ(θ − x) f ′(x)− κf(x)

)
+

1
2
α2f ′′(x), and

S∗(f)(x) = µ− 1
2
σ2 − x− cαf ′(x).

The change of measure is defined by

dP
dP̃

∣∣∣
Ft

≡ ηt = exp
(∫ t

0

µ− 1
2σ

2 −Xs

σ2
dYs −

1
2

∫ t

0

(µ− 1
2σ

2 −Xs)2

σ2
ds

)
,(3.12)

and the un-normalized density ρt(x) satisfies

dρt(x) =
[1
2
α2ρ′′t (x)−

∂

∂x

(
κ(θ − x)ρt(x)

)]
dt+

(
µ− 1

2
σ2 − x− cαρ′t(x)

)
dYt.

In fact, because Equation (2.2) is linear, one does not have to carry out the above general

computations and may instead use the explicit Kalman filter (Harvey 1989). Assuming that

the initial distribution is GaussianX0 ∼ N (x̂0, P0), it is known that X is conditionally Gaussian

for all times, Xt

∣∣Ft ∼ N (x̂t, Pt). The conditional mean x̂t evolves according to

dx̂t = κ(θ − x̂t) dt+
(cσα− Pt)

σ2

[
d(Yt)− (µ− 1

2
σ2 − x̂t)dt

]
,(3.13)

while the conditional variance Pt evolves as in (2.4). In other words, for any bounded function

f ∈ C∞0 (R),

E[f(Xt)| Ft] =
∫

R
f
(
x̂t + P

1/2
t ξ

)e−
1
2
ξ2

√
2π

dξ,(3.14)

with x̂t and Pt given above. Moreover, 〈ρt, f〉 = η̂t · E[f(Xt)| Ft] where

η̂t = exp
(∫ t

0

µ− 1
2σ

2 − x̂s

σ2
dYs −

1
2

∫ t

0

(µ− 1
2σ

2 − x̂s)2

σ2
ds

)
.(3.15)

4. Hamilton-Jacobi-Bellman Formulation

After these preliminaries we return to the main problem of computing (2.6). Let us give

a brief preview of our strategy. Using the results of Section 3 we first replace the partially

observed system (2.6) with a fully-observed one where the unobserved X is substituted with its

un-normalized conditional density ρ(x). This leads to a standard, albeit infinite-dimensional,

stochastic control formulation in equation (4.2) below. We then apply the formalism of the
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dynamic programming (DP) principle, obtaining a Hamilton-Jacobi-Bellman (HJB) equation

in the Hilbert space H0
β . Previous results imply that the value function V is the unique vis-

cosity solution of this HJB equation. Taking advantage of the wealth-invariance of the chosen

exponential utility we guess a smooth candidate solution and apply the verification theorem

to conclude that it is in fact the value function of (2.6). The candidate solution can be repre-

sented as a conditional expectation of a functional involving ρT (x); this expression is succinct

but requires a method of approximating ρT to obtain numerical results. Accordingly, in Section

5 we take up this task using a particle filter technique.

Returning to the financial point of view let us now consider the case (b) in our classification

of possible derivatives. Recall that this means that B ⊥⊥ GT so that the basis at time T is

a totally independent random variable with some given distribution function Pb. First, let us

combine (3.7) with (2.6) to obtain

E
[
− exp

(
−γ(wπT + φ(FT , B))

)]
= Ẽ

[
− exp

(
−γ(wπT + φ(FT , B))

)
ηT

]
(4.1)

= Ẽ
[
−

∫ ∞

−∞
exp

(
−γ(wπT + φ(FT , b))

)
dPb

∫
R
ρT (x)dx

]
.

In the last line the two terms factor since the terminal payoff is independent of XT . By the

Dynamic Programming principle it now follows that

V φ(t, w, f, ξ) = sup
π∈AT

t

Ẽ
[
−

∫
R
exp

(
−γ(wπT + φ(FT , b))

)
dPb

∫
R
ρT (x)dx

∣∣Ft].(4.2)

In equation (4.2) we have succeeded in reducing the partial observation problem to an equivalent

problem with full observation, but at the expense of introducing the H0
β-valued process ρt. The

full state is now (t, wt, Ft, ρt) ∈ [0, T ] × R2 × H0
β. What we have is a degenerate case of the

separation principle (Bensoussan 1992, Ch. 7): we have separated the problems of estimating

the unobserved state and the proper utility maximization. Observe that the control only affects

the wealth process wπ; however the dynamics of wπ under P̃ are unaffected by ρ so that the

un-normalized conditional density ρT only appears in (4.2) as a scaling factor.

By analogy with the finite dimensional case we formally expect that V (t, w, f, ρ) satisfies the

backward parabolic partial differential equation

(4.3) Vt + 〈 L∗Xρ,Dρ(V )〉+
1
2
〈 S∗ρ ·Dρρ(V ),S∗ρ〉+

1
2
σ2f2VFF

+ sup
π

{
σ2πfVwf +

1
2
σ2π2Vww + 〈 S∗ρ , σfDρ(VF ) + σπDρ(Vw)〉

}
= 0,
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with terminal condition V (T,w, f, ξ) = −〈
∫

e−γ(w+φ(f,b))dPb, ξ〉. Here Dρ is the Fréchet deriv-

ative with respect to ρ on H2
β and L,S are defined in (3.9)-(3.10).

The following theorem was proved by Gozzi and Şwiech (2000, Theorem 5.4) and states that

the value function is the unique solution of (4.3) in an appropriate sense.

Proposition 2. (Gozzi and Şwiech) Let AT
t be the set of admissible relaxed controls, that is

AT
t = {(Ω,F ,P,W, π), π is FW

t -adapted and square-integrable}.

Then the value function V ∈ C([0, T ]×R2×H0
β) minimizing (4.2) over AT

t is the unique viscosity

solution of (4.3).

We refer to Fleming and Soner (1993) for the rigorous discussion of viscosity solutions of

PDEs. Further growth and continuity estimates on the value function can also be made, see

Gozzi and Şwiech (2000). Note that in Proposition 2 the Wiener process W is not given a priori

but together with the set of admissible portfolios, a notion similar to weak solutions of SDEs.

The HJB equation (4.3) also provides an optimal hedging strategy. According to the maxi-

mum principle (Yong and Zhou 1999, Ch. 3), the optimal portfolio weights can be obtained by

taking the pointwise supremum in the Hamiltonian term of the HJB equation. Thus, in (4.3),

the optimal π is

π∗t = −Ft · VFw + 〈 S∗ρ,Dρ(Vw)〉
σ(Ft)Ft Vww

.(4.4)

It would be useful to obtain a more computationally amenable expression for the second term

which measures the sensitivity with respect to ρt. The financial implications of such a hedging

strategy for φ(FT , B) were studied by Monoyios (2004) in the case of a simple fully-observed

model.

4.1. Linearization with Exponential Utility. In standard finite-dimensional settings it is

well known (Davis 2000, Musiela and Zariphopoulou 2004, Sircar and Zariphopoulou 2005) that

exponential utility leads to wealth invariance of the value function. In other words, the initial

wealth w trivially factors out of (4.3). Lasry and Lions (1999) showed that under sufficient

regularity conditions this phenomenon still occurs for the infinite-dimensional setting of (4.1).

Specifically, we guess that there exists a function ψ(t, f, ρ) such that

V (t, w, f, ρ) = −e−γ(w+ψ(t,f,ρ)).(4.5)
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Formally substituting (4.5) into (4.3) we obtain

(4.6) ψt +
1
2
σ2f2[γψ2

F + ψFF ] + 〈 L∗Xρ,Dρψ〉+
1
2

〈 (
γ(Dρψ)2 +Dρρ(ψ)

)
S∗ρ,S∗ρ

〉
+

〈 S∗ρ, γσfDρ(ψ)ψF 〉 −
γ

2

(
σfψF + 〈 S∗ρ,Dρ(ψ)〉

)2
= 0.

After simple algebra, equation (4.6) linearizes to

ψt +
1
2
σ2f2ψFF + 〈 L∗Xρ,Dρ(ψ)〉+ 〈 S∗ρ, σfDρ(ψF )〉+

1
2
〈 S∗ρDρρ(ψ) ,S∗ρ〉 = 0.(4.7)

We recognize in (4.7) the Kolmogorov partial differential equation for the joint diffusion

(Ft, ρt) (Da Prato and Zabczyk 1992). Consequently, we can apply the analogue of the Feynman-

Kac formula to represent ψ as a P̃-conditional expectation with respect to the observable fil-

tration (Ft). It remains to determine the terminal condition. Starting with −e−γ(w+ψ(T,s,ρ)) =

V (T, s, w, ρ) and using (4.1) we obtain

−e−γ(w+ψ(T,f,ρ)) = −
∫

R
e−γ(w+φ(f,b))dPb

∫
R
ρ(x)dx

⇐⇒ −γ(w + ψ(T, f, ρ)) = −γw + log
∫

R
e−γφ(f,b)dPb + log

∫
R
ρ(x)dx

⇐⇒ ψ(T, f, ρ) = −1
γ

log
∫

R
e−γφ(f,b)dPb −

1
γ

log
∫

R
ρ(x)dx.(4.8)

The first term can be recognized as the certainty equivalent of the claim φ(f,B) under expo-

nential utility. Let

ψ̄(t, f, ξ) , −Ẽ
[1
γ

log
∫

e−γφ(FT ,b)dPb +
1
γ

log
∫

R
ρT (x)dx

∣∣∣Ft = f, ρt = ξ
]
.(4.9)

Then by Theorem 9.17 in Da Prato and Zabczyk (1992), ψ̄ is C1,2,2([0, T ] × R+ ×H0
β) and is

a generalized solution of (4.7). In particular, it is the solution of (4.7) in the viscosity sense.

Combining with Proposition 2 it follows that

V (t, w, f, ξ) = − exp
{
−γw + Ẽ

[
log

∫
e−γφ(FT ,b)dPb + log

∫
R
ρT (x)dx

∣∣∣Ft = f,Xt ∼ ξ
]}
.(4.10)

We see that the value function separates into the certainty equivalent of the claim φ plus the

cost due to partial observations. We can rewrite the last term of (4.10) as log(dP
deP

) after which

it can be easily seen that its P̃-expectation is negative. This also demonstrates that it is square

integrable and hence the expectation is well-defined. As expected, the agent is getting a smaller

utility from buying the claim φ because she cannot observe X.
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Because the additional cost imposed by the uncertainty in X is independent of the given

payoff φ, there is cancellation when we apply the formula (2.7) for the indifference price. It

follows that the utility-based price P φ is

P φ = Ẽ
[
−1
γ

log
∫

e−γφ(FT ,b)dPb
]
,(4.11)

which is the same as what one would obtain in a Black-Scholes world given a “totally unhedge-

able” risk B (Becherer 2003). Note the standard emergence (Henderson 2002) of the minimal

martingale measure P̃ (which assigns zero risk premium to the non-traded X) as the market

measure.

As an example, suppose the basis is additive: φ(FT , B) = φ̃(FT ) + B. Then there is some

constant C such that P φ(·, t) = Ẽ[φ̃(FT )|Ft] − C and a fixed cost is subtracted to cover the

unhedgeable risk. This result is independent of the postulated model for the forward and

the convenience yield, as long as the linearization in (4.7) occurs (note that in particular it

covers the full-information setting as well). The fact that exponential utility leads to trivial

indifference prices for models with stochastic drift seems to be known in folklore, but we have

been unable to find a clear reference in the existing literature. We summarize this observation

in the following

Proposition 3. Consider a two-factor (Ft, Xt) model where F is the price of the underlying and

X is a stochastic drift factor. Let φ(FT , B) be a European claim depending on the traded asset

F and some totally unhedgeable risk B. Then the indifference price of φ based on exponential

utility is equal to the certainty equivalent of φ under the minimal martingale measure P̃. This

holds true even if the second factor X is unobserved.

Remark 3. The HJB equation linearizes only in the one-dimensional case, when the entire

system is driven by a univariate Wiener process. In particular, this excludes addition of further

factors such as other liquid forwards.

4.2. Basis Depending on the Convenience Yield. We turn our attention to the third case

(c) of our classification. This means that we now consider B = B(XT , Z), so that the basis is

a noisy version of the unobserved factor. This might occur because the spreads tend to widen

when the markets are tight and there is excess demand. In turn, tight supply means that the

forward convenience yield is large as there is a strong benefit of holding the physical asset due

to increased possibility of shortages. As a result, we see a potential link between the basis B

and the future convenience yield XT . The situation is slightly unusual since we assume that
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X is unobserved, but nevertheless affects the terminal payoff. One should conclude that X

influences other quantities in the market and so the filtering can be improved if we enlarge

our set of observables. However, in many cases the monitoring costs are high and any other

over-the-counter quotes obtained are stale and/or highly inaccurate. Consequently, the agent

may choose to altogether disregard all these data until final settlement. In effect, at time T she

obtains new information that was not available to her before.

A basic case is B = aXT + ε, where a is a scaling constant and ε is an independent noise

with a prescribed distribution Pε. Hence, the basis is a noisy linear function of the convenience

yield.

To price the claim φ(FT , B) in this setting we can re-use the results of the previous section.

Indeed, the HJB equation (4.3) remains unchanged and only the terminal condition is modified.

Consequently, the guess (4.5) and ensuing linearization still occur. However, now we do not

have the separability in (4.9). Repeating the computations we obtain

ψ(t, f, ξ) = Ẽ
[
−1
γ

log
∫

R

∫
e−γφ(FT ,ax+ε)dPε ρT (x) dx

∣∣∣Ft = f, ρt = ξ
]
.(4.12)

The corresponding indifference price of φ involves a difference of two non-linear functionals of

ρT . For example, for additive payoff φ(FT , B) = φ̃(FT ) + aXT + ε, ε ∼ N (µε, σ2
ε ), ε ⊥⊥ GT , the

indifference price is given by

P φ(t, f, ξ) =
1
γ

Ẽ
[
log

∫
R
ρT (x)dx

∣∣∣Ft]− ψ(t, f, ξ)

= Ẽ
[
φ̃(FT )− (µε +

γσ2
ε

2
)− 1

γ
log

∫
ρT (x) dx∫

e−γaxρT (x) dx

∣∣∣Ft = f, ρt = ξ
]
.(4.13)

4.3. Nonlinear Dynamics. Because all the formulas in the preceding section are in terms of

the infinitesimal generators of (F,X), our results continue to hold when the dynamics (2.1) are

not linear. One interesting case to consider is a local volatility model for the forward process,

such as the constant elasticity of variance (CEV) extension of (2.2): dFt = Ft(µ−Xt) dt+ σF 1+β
t dWt,

dXt = κ(θ −Xt)dt+ cα dWt +
√

1− c2αdW⊥
t .

(4.14)

The advantage of (4.14) is that the elasticity parameter −1/2 ≤ β ≤ 1 can be used to improve

empirical fitting of the model. The price F now enters the wealth dynamics

dwπt = (µ− πXt) dt+ πσF βt dWt,(4.15)
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as well as the dynamics of Xt under P̃, however our filtering analysis remains unchanged. We

illustrate the behavior of (4.14) in Section 5.2.

5. Numerical Implementation and Results

In Sections 4.1 and 4.2 we obtained the indifference price and the value function corresponding

to a claim φ(FT , B) in terms of expectations of functionals of the un-normalized conditional

density ρT of XT . To actually compute these expectations we employ Monte Carlo simulations.

The basic idea is to simulate a large sample of random variables approximating ρT , to compute

the desired functional of each sample and average the results. For linear models like (2.2) we can

use the Kalman filter to filter X exactly; recall that (3.13) explicitly gives the evolution of the

two-dimensional sufficient statistic (x̂t, Pt) in that case. Unfortunately, in general, such as with

the CEV model (4.14), ρT is an infinite-dimensional object and it is not immediately obvious

how to efficiently approximate it. To this end we adapt the Zakai particle filter algorithm

based on the description of Crǐsan et al. (1998). One advantage of this approach is that we

directly compute the un-normalized density ρT . In contrast, if a Kalman filter is used then

the true conditional distribution of XT under P is computed first, followed by a second step of

approximating the Radon-Nikodym density ηT .

Given the form of (4.13) and (4.10), we work directly under the reference measure P̃. Under

P̃ the forward price is Markov with respect to (Ft), so that it can be simulated independently of

everything else. With an eye towards actual computer implementation, fix a time grid tk = k∆t,

with t0 = 0, tM = T . The forward process is then simulated using an Euler discretization of

(3.3),

Ftk = Ftk−1
+ σ(tk−1, Ftk−1

)
√

∆t εk, εk ∼ N (0, 1).(5.1)

Given such N̄ paths of F , we describe in the next section how to compute ρtk(x) along each

path.

5.1. Particle Filtering for the Zakai Equation. The main idea of particle filtering is to

approximate the random measure pt of (3.6) by a pure point measure AN (t) which is an occu-

pation measure of N(t) particles {αit}
N(t)
i=1 . Fix an auxiliary step parameter ` ∈ N (` is on the

scale of 4− 8). The measure AN (t) is recursively updated every ` grid points (i.e. at each t`·k,

k = 1, . . .) using a mutation/branching mechanism on the level of each particle.
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As a first step, given an initial distribution X0 ∼ ξ, and a path {Ft}t=k∆t we construct a

probability measure AN (0) by drawing N i.i.d. samples from ξ:

AN (0) =
1
N

N∑
i=1

δαi
0
,(5.2)

where αi0 are independent and identically distributed random variables with common distri-

bution ξ, and δx is the Dirac mass. During an interval [t`·k, t`·(k+1)), each particle αi evolves

independently according to the law of X under P̃. Hence, for t ∈ [t`·k, t`·(k+1)),

(5.3) αit = αit`·k +
∫ t

t`·k

(
b(Fs, αis)−

c a(Fs, αis)
σ(Fs)Fs

h(Fs, αis)
)
ds

+
∫ t

t`·k

c a(Fs, αis)
1

σ(Fs)
dFs +

∫ t

t`·k

√
1− c2a(Fs, αis) dW

i
s ,

with AN (t) = 1
N(t`·k)

∑N(t`·k)
i=1 δαi

t
, where {W i} is a collection of N(t`·k) independent Brownian

motions.

At time t`·(k+1) mutation occurs. Let (cf. (3.5))

µik , exp
(∫ t`(k+1)

t`·k

h(Ft, αit)
σ(Ft)2

dFt −
1
2

∫ t`(k+1)

t`·k

h(Ft, αit)
2

σ(Ft)2
dt

)
.(5.4)

Then each particle αit`·(k+1)
branches into either bµikc or dµike offspring such that their expected

number is precisely µik. The branching of each particle is independent of all the others and only

depends on the behavior of Ft on [t`·k, t`·(k+1)). The new particles inherit the location of their

parent. The fact that the possible number of offspring is as close to µik as possible is to reduce

the variance of AN (t), cf. Crǐsan et al. (1998). We can now explain that the use of the auxiliary

step parameter ` is to obtain a good approximation to the integrals of the form
∫ t`·(k+1)

t`·k
g dFs

that appear in (5.3) and (5.4). On a computer these integrals are of course replaced with finite

sums using the increments (F(k+1)∆t − Fk∆t).

Since Ẽ
[
µik

]
= 1, the expected number of particles always remains at their initial number,

Ẽ[N(t`·(k+1))] = Ẽ[N(t`·k)] = N . Moreover, it can be shown that with probability one the

algorithm does not explode or die out. Let MF (R) be the space of finite measures on the real

line with the topology of weak convergence. The results of Crǐsan (2003) show that for any f

continuous and bounded in R, 〈AN (t), f〉 is square integrable. Furthermore, if N → ∞ and

∆t→ 0 such that N
√

∆t→∞ (the number of particles grows quadratically in step size) then
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AN (t) weakly converges to a measure p̃(t) ∈MF (R) satisfying

〈 p̃(t), f〉 = 〈 ξ, f〉+
∫ t

0
〈 p̃(s),LXf〉 ds+

∫ t

0
〈 p̃(s),Sf〉 dFs a.s.(5.5)

By the characterization theorem of Ocone and Kurtz (1988), we then have p̃(t) = pt of (3.6).

5.2. Comparative Statics. We have implemented both the Kalman filtering method using

(3.15) and the Zakai particle filter using (5.4) and applied it to the indifference price formula

(4.10). The results below should be seen as simple demonstrations of our methodology. We have

not carried out thorough empirical fitting, and it would be interesting to select a parametric

subset of (2.1) and carry out a full econometric testing of the resulting commodity forward

dynamics.

We use the CEV “Gibson-Schwartz” model (4.14) with representative parameter values of

µ = 0.06, θ = X0 = 0, σ = 0.4, α = 0.5, κ = 2, β = 0, c = 0.7 and risk-aversion γ = 0.1. Those

values are meant to capture the high volatility of the forward convenience yield X, along with

strong positive correlation to the forward F itself. For simplicity, we take the mean level of X

to be zero. For the reader’s convenience, we recall that the model (2.2) now says dFt = (0.06−Xt)Ft dt+ 0.4Ft dWt,

dXt = −2Xt dt+ 0.5 · (0.7dWt +
√

0.51dW⊥
t ).

The first numerical experiment that we perform is understanding the term-structure of the

quantity Ẽ[log
∫

RρT (x)dx] which is the utility-based cost of being unable to observe X. Note

that in terms of the particle filter, Ẽ[log
∫

RρT (x)dx] = Ẽ[log
(
N(T )/N(0)

)
], where N(T ) is the

number of particles at time T , as in Section 5.1. As Figure 1 illustrates, the utility adjustment

is almost linear in time to maturity with a slight convexity in the beginning. Figure 1 also

shows that decreasing the mean-reversion parameter κ, which increases the variance of Xt

and consequently of ρt, leads to a higher cost of partial observations since the uncertainty

surrounding X increases.

INSERT FIGURE 1 HERE

We next try to understand the implications of the formula (4.13) for the cost of uncertainty

when the basis depends on X. In particular, we check the effect of various parameters of the

Xt-dynamics, as well as the effect of time to maturity T .

Figure 4 shows the results for T = 3, 6 and 9 months as we vary the initial mean X0 ∼

N (x0, 0.12) and the elasticity parameter β. We see that the last term in (4.13) captures two
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effects coming from X. First, it provides direct adjustment for the derivative price since the

final payoff depends on XT . Thus, larger x0 values increase the price as the expected payoff

increases. Second, (4.13) provides a secondary adjustment based on the amount of uncertainty

surrounding X. Accordingly, as time to maturity increases, the former influence of x0 weakens

due to the stationarity of the Ornstein-Uhlenbeck model (2.2) we assumed for X. From a

different angle, if we take a smaller elasticity β this decreases the volatility of F which in turn

decreases the uncertainty surrounding the drift X. As a result, the utility-based price in Figure

3 increases, similar to the effect with respect to κ in Figure 1.

INSERT FIGURE 4 HERE

6. Conclusion & Extensions

We have introduced a new model for pricing claims written on an over-the-counter energy

contract F loc. Our model has two factors for the dynamics of the benchmark reference contract

F and includes explicit modeling of the basis risk. We have seen that in the cases where the

basis is totally independent from (F,X), the indifference price of an F loc-contingent claim is

simply the certainty equivalent of this claim under the minimal martingale measure P̃. In the

more interesting case where the basis also depends on the unobserved factor we obtained the

reduced-form expression (4.12) which may be explicitly computed using a Zakai particle filter

algorithm. The most general case (d) would be to model the basis as a separate stochastic

process, possibly correlated with F and X. This would lead to an HJB equation similar to

(4.3). However, as mentioned before, we do not know how to solve/linearize it if the number of

observable state variables is bigger than one. Infinite-dimensional problems like (4.3) are very

hard in general and few tools exist to tackle them.

The results of our numerical experiments demonstrate the feasibility of using partially ob-

served models in commodity pricing. Use of partial observations removes model inconsistencies

with respect to the forward curve. At the same time our approach is still consistent with existing

spot/convenience models in the literature. Moreover, we can incorporate nonlinear dynamics

which should allow for better econometric fit. To obtain a fully satisfactory model for empirical

data, further extensions are likely to be necessary. For example, time-dependent parameters

would surely be needed as most energy prices exhibit high degrees of seasonality. Moreover,

the volatility must be time-dependent to incorporate the well-known Samuelson effect. The
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Samuelson effect states that forward volatility σ(Ft) increases as time to maturity decreases.

Likewise, stochastic interest rates might need to be considered for long-dated contracts.

Another interesting direction to consider is the use of a rolling forward as the underlying

asset, as in the case of commodity indices. That is, we could take Ft = F (t, t + x) for a fixed

time-to-maturity x. For instance, this could model the common (and controversial) practice of

hedging with the nearest maturity contract, taking advantage of increased liquidity in the nearby

forwards. We refer the reader to Neuberger (1999) for a more detailed analysis and discussion of

associated rollover risk. Putting aside the business soundness of such strategies, the analytical

difficulty lies in writing down the dynamics for F (t, t+ x). In general, this requires specifying

the dynamics of all maturities F (t, t′) and causes the appearance of a non-trivial risk-neutral

drift for Ft. Such an approach would lead us towards the universe of Heath-Jarrow-Morton

term structure commodity models.

Appendix A. Proof of Proposition 1

Proof. We follow in the footsteps of Nagai (2000) and Sekine (2003). Re-write (FT )λ =

(F0)λ exp
(∫ T

0 λ dYt). Then using (3.14) we change measures to P̃ after which it suffices to

compute Ẽ[LT ] where

Lt , exp
(∫ t

0

{µ− x̂s − 1
2σ

2

σ2
+ λ

}
d(Ys)−

1
2

∫ t

0

(
µ− x̂s −

1
2
σ2

)2 1
σ2

ds
)
.(A.1)

We shall guess that Ẽ[Lt] is an exponential of a linear function of the current best estimate x̂0.

Accordingly, we look for χt such that Lteχt is a P̃-martingale and χt = 2λgt · x̂t + λkt for some

deterministic gt and kt. Using (3.13) we compute

d eχt = eχt
{
(2λx̂t ġt + λk̇t) dt+ 2λgt dx̂t +

1
2
(2λgtUt)2

1
σ2
dt

}
.

Here Ut , cσα− Pt and ġ, k̇ denote derivatives with respect to t. Using (3.12) and combining

with (A.1) it follows that

(A.2) d(Lteχt) = Lteχt

(
(µ− x̂t −

1
2
σ2 + λσ2)

1
σ2
dYt +

(1
2
λ2σ2 + λ(µ− x̂t −

1
2
σ2)

)
dt

+ 2λgt
{Ut
σ2
dYt + (κ(θ − x̂t)− (µ− x̂t −

1
2
σ2)

Ut
σ2

) dt
}

+ (2λx̂tġt + λk̇t) dt+
1
2
(2λgtUt)2

1
σ2

dt+ 2λgt(µ− x̂t −
1
2
σ2 + λσ2)

Ut
σ2

dt
)
.
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Next we pick gt and kt such that all the dt-drift terms in (A.2) disappear. This produces the

following ordinary differential equations satisfied by gt and kt:

(A.3)


ġt −

1
2
− κgt = 0,

k̇t + µ+ 2λgt Ut +
λ− 1

2
σ2 + 2κθgt + 2λg2

t

U2
t

σ2
= 0.

For boundary conditions we take g(T ) = k(T ) = 0. Since Pt is bounded, so is gt and kt

and therefore Lteχt is indeed a true martingale. Consequently, Ẽ[LT ] = Ẽ[LT eχT ] = L0eχ0 =

e2αg0x̂0+αk0 . Solving for g0, k0, in (A.3) we obtain the result of Proposition 1. �
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Figure 1. Term structure of log
∫
ρT (x) dx for different mean-reversion rates κ

in (2.2). The results were averaged over N̄ = 10, 000 simulations of the particle

filter based on (5.4) with N = 500 initial particles per run.
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Figure 2 : Varying the initial mean x0 of X.
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Figure 3 : Varying the CEV elasticity β.

Figure 4. Comparative Statics for the last term in (4.13). We use the par-

ticle filter from (5.4) to evaluate 1
γ (log(

∫
ρT (x) dx − log

∫
e−γaxρT (x) dx) with

risk aversion parameter γ = 0.1, noise parameter a = 10, and N̄ = 10, 000

simulations.
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